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Abstract. Prominent search engines yield many millions of hits*1 when one searches for 
the keywords ‘robot judge’. While the discussion around AI technologies and their impact 
on society is increasingly focused on questions of whether and how the use of AI should be 
regulated and what kind of legal boundaries, we need for safeguarding fundamental rights 
in its context, the fact is that algorithmic systems are already used in the realms of litigation 
and judicial systems. The article presents an attempt to ascertain how the use of AI in judicial 
proceedings affects the cross-border recognition of judgements and, thereby, influences 
society in general. Special attention is given to the pivotal matter of trust in judicial decisions 
of other countries. More precisely, can the use of AI reshape or otherwise influence the current 
procedure of cross‑border recognition of judgements and the judicial duties of a judge in that 
procedure, at least in the case of Estonia?
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1. Introduction
From a Web search for the keywords ‘robot judge’, the search engine reports finding 58,900,000 results.*2 
This is little surprise as international entities, states, and non-governmental organisations alike follow the 
call to discuss ethical, legal, and fundamental-rights issues related to the use of artificial intelligence (AI) in 
numerous sectors. The European Union (EU) is taking steps to amend its legal framework*3 with guiding 

1	 One such search from Google, on 15 January 2023, produced 58,900,000 results.
2	 The results differ with factors such as time. For instance, the figure cited is from 15 January 2023, and the result count from 

a search on 18 March was 36,500,000.
3	 The EU AI strategy was launched in April 2018; see the communiqué at <https://eur-lex.europa.eu/legal-content/EN/TXT/

PDF/?uri=CELEX:52018DC0237&from=EN>. This was followed in 2020 by the White Paper on Artificial Intelligence: A 
European Approach to Excellence and Trust, available at <https://commission.europa.eu/document/d2ec4039-c5be-423a-
81ef-b9e44e79825b_en>. The proposal for a Regulation instrument laying down harmonised rules on artificial intelligence 
was published in April 2021.
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principles for a ‘human-centric’ approach to AI that entails respect for European values and principles. 
Likewise, several states have adopted AI strategies*4 and legal acts, and courts have made their first decisions 
on AI*5, with the case law developing by the day.*6 In another part of the landscape, scientists are calling for 
suspension of the training of powerful AI-based systems, arguing that ‘AI systems with human-competitive 
intelligence can pose profound risks to society and humanity’ and that, therefore, governments should step 
in.*7 

The discussion coalescing around AI technologies and their impact on society is increasingly focused 
on the questions of whether – and, if so, how – the use of AI should be regulated and what kind of legal 
boundaries we would need for safeguarding fundamental rights. We ought to recognise, however, that 
algorithmic systems are already with us: many arenas, not least litigation and judicial systems, have been 
employing them for more than a decade already.*8 

Back in 1996, Richard Susskind explained several possibilities connected with disruptive technologies 
in justice systems.*9 In the field of litigation and operation of judicial systems, smart algorithmic systems 
have been in use for 10 years or more, mainly for crime prevention and predictive policing but also for 
processing of minor offences all over the world*10. In the civil-litigation domain, semi-automatic algorithm-
based procedures have been applied for small-claims processes in Estonia since 2006*11.

How AI, a rapidly advancing area of algorithmics, may affect judicial processes and the work of a 
judge in general has been discussed by several authors. In 2018, Tania Sourdin argued that the role of a 
judge is one of transmission; some judicial work will be conducted or assisted by technological tools, but 
the core function of the judge remains – partly because society is not willing to accept machines deciding 
over human life, partly because judicial decision-making is so complex even in its essence alone.*12 When 
reporting on their study of the judgements of the European Court of Human Rights, Masha Medvedeva, 
Michel Vols, and Martijn Wieling considered how the predictive analytical tools may affect the parties to 
the procedure. They concluded that these analysis tools showed accuracy levels of 75%. While systems 
may get improved, one must consider that these tools are not able to assess the changes in the society  
using them.*13 

In Estonia, academic discussion of the need to regulate the use of AI took a more serious turn in 2018, 
hand in hand with the drafting of the AI Strategy. In the report of the country’s AI expert group, based on legal 
research conducted by Tallinn Technical University, several legislative changes were suggested.*14 The Ministry 
of Justice drafted a legislative-intent document for the regulation of AI (referred to as the Krati VTK)*15, and 

4	 Just a few examples are Estonia adopting an AI strategy (its 'Kratt strategy’) in July 2019, Singapore doing similarly in 2019, 
and the UK National AI strategy being adopted in 2021. For more information, see L Galindo K Perset, and F Sheeka, ‘An 
Overview of National AI Strategies and Policies’ (OECD Going Digital Toolkit Note 14, 2021). – DOI: https://doi.org/10.1787/
c05140d9-en.

5	 Stephen Thaler v Controller General of Patents Trade Marks and Designs [2021] EWCA Civ 1374 (Court of Appeal), the 
UK judgement from 21 September 2021 on case A3/2020/1851.

6	 Joint cases UF (C-26/22) and AB (C-64/22) v Land Hessen and SCHUFA Holding AG, Opinion of Advocate General 
P Pikamäe (ECLI:EU:C:2023:222), from 16 March 2023, also addressing case 634/21 (OQ v Land Hessen, joined party 
SCHUFA Holding AG.) 

7	 On 29th March 2023, the Future of Life Institute published its open letter signed by hundreds of scientists and visioners. See 
‘Pause Giant AI Experiments: An Open Letter’ <https://futureoflife.org/open-letter/pause-giant-ai-experiments/> accessed 
22 June 2023. 

8	 Examples can be found in analysis tools such as DecisionExpress or BiblioExpress. See also the Yearbook of Estonian Courts 
2019 article ‘Artificial Intelligence: A Substitute or Supporter of Judges?’ <https://aastaraamat.riigikohus.ee/en/artificial-
intelligence-a-substitute-or-supporter-of-judges/> accessed 26 March 2023.

9	 Richard Susskind, The Future of Law: Facing the Challenges of Information Technology (Clarendon 1996) 120–21.
10	 For example, COMPAS software. See <https://en.wikipedia.org/wiki/COMPAS> accessed 22 June 2023. 
11	 The payment-order procedure was introduced via the Civil Procedure Act, ss 481–97, which entered into force on 1 January 

2006.
12	 Tania Sourdin, ‘Judge v. Robot: Artificial Intelligence and Judicial Decision-Making’ (2018) University of New South Wales 

Law Journal 4 1114. – DOI: https://doi.org/10.53637/zgux2213.
13	 Masha Medvedeva, Michel Vols, and Martijn Wieling. ‘Using Machine Learning to Predict Decisions of the European Court 

of Human Rights’ (2020) Artificial Intelligence and Law 28 237. – DOI: https://doi.org/10.1007/s10506-019-09255-y.
14	 ‘Eesti tehisintellekti kasutuselevõtu eksperdirühma aruanne’  https://www.digar.ee/arhiiv/nlib-digar:945441  accessed 

17 July 2023. 
15	 ‘Algoritmiliste süsteemide mõjude reguleerimise väljatöötamise kavatsus („krati VTK“)’ <https://eelnoud.valitsus.ee/main/

mount/docList/93ebe63d-de8c-4662-9908-3232aa7f987c#KTJpa4Nn> accessed 26 March 2023. 
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preparation of a draft law to amend the administrative‑procedure law followed.*16 The aim with the Krati 
VTK was to establish regulation to protect fundamental rights and ensure transparency of the use of AI and 
automated decision-making in public administration. 

Discussion of that draft law has stalled – it not been adopted by the Parliament of Estonia, the 
Riigikogu. Nevertheless, several articles by Estonian authors address automated decision‑making in public 
administration, and some relevant case law from the Supreme Court has emerged*17. In a few judgements, the 
latter has expressed a stance on the use of automated case-management systems etc. and the influence of these 
systems on access to information, but it has not yet tackled the directly use of AI in public administration. 

Writings on jurisprudence do address this matter, however. For instance, Kätliin Lember studied the 
use of AI in public administration – namely, in the preparation of administrative decisions and with regard 
to state-liability questions.*18 Furthermore, Supreme Court judge Ivo Pilving explained in his article the 
possibilities for making amends in the event of discretion breakdowns related to public authorities issuing 
automated administrative decisions, alongside the issues of state liability that arise. He concluded that the 
Estonian legislative framework of state liability is aligned well with the challenges that automated decision-
making in public administration may present.*19 

Private-law perspectives, especially in relation to liability issues associated with using AI, have been 
discussed by the European Parliament. As a result, recommendations to the European Commission offer 
suggested ways of amending civil law.*20 

However, the use of AI in concrete judicial procedures has not received much attention from academics. 
This article is an effort to start filling the gap by investigating some specific aspects of everyday judicial 
co-operation and asking whether the use of AI in the judicial process may affect the trustworthiness of 
judicial decisions and cross-border recognition of judgements. In particular, the discussion examines what 
procedural-law tools exist and how a judge can use them to assess the risks of the decisions made/suggested 
by AI. Specifically, are the tools of judicial co-operation sufficient for collection of evidence and information 
in the recognition procedure? Are there ways to overcome such risks? 

To begin answering these questions, the article maps the principles for trustworthy AI as recognised 
in Europe and the legal requirements characterising a fair trial. Both are elements that a judge must vet in 
the recognition process. The article also gives a few examples of the use of AI, from several countries whose 
judgements might be subject to recognition in Estonia. Then, the piece analyses the relevant procedural 
tools from an Estonian standpoint and illustrates the legal risks with the aid of several illustrative cases of 
AI functioning in judicial proceedings. While Estonia serves as an example, its relevance is broader: since 
the legal requirements for judicial co-operation are laid down in EU law, in numerous regulations on cross-
border judicial cooperation, the conclusions may be of valid use by either comparison or analogy in the 
cases of other EU member states as well. 

2. Principles and future regulations related  
to AI in the European Union 

In 2018, the Council of Europe adopted its ethics charter for AI in the judiciary*21 (hereinafter ‘the Charter’), 
which sets forth ethics principles related to the use of AI in judicial systems and processes. In so doing, it is 
considered the first European text of its kind. The Charter provides a framework of principles and concrete 

16	 ‘Haldusmenetluse seaduse muutmise ja sellega seonduvalt teiste seaduste muutmise seadus 634 SE’ <https://www.riigikogu.
ee/tegevus/eelnoud/eelnou/21f6df90‑a333‑413a‑a533‑ebbf7e9deebe/Haldusmenetluse%20seaduse%20muutmise%20
ja%20sellega%20seonduvalt%20teiste%20seaduste%20muutmise%20seadus> accessed 26 March 2023. 

17	 See the 30 September 2022 order of the administrative chamber of the Supreme Court of Estonia in case 2‑21‑2395, the 
same chamber’s 9 December 2022 order in case 3-22-348, and that chamber’s order from 16 June 2021 in case 3-20-999, 
all explaining the use of public registries and the publication of administrative decisions, including the fundaments of access 
to information and access to justice. 

18	 Kätliin Lember, ‘Tehisintellekti kasutamine haldusakti andmisel’ [2019] Juridica 10 749.
19	 Ivo Pilving, ‘Krati komistuskivid ja riigivastutus automatiseeritud haldusmenetluses’ [2022] Juridica 6 400. 
20	 See the European Parliament’s report of 27 July 2017 with recommendations to the Commission on Civil Law Rules on 

Robotics (in the 2015/2103(INL) series). 
21	 European Commission for the Efficiency of Justice, ‘CEPEJ European Ethical Charter on the Use of Artificial Intelligence 

(AI) in Judicial Systems and Their Environment’, (4 December 2018) <https://www.coe.int/en/web/cepej/cepej-european-
ethical-charter-on-the-use-of-artificial-intelligence-ai-in-judicial-systems-and-their-environment> accessed 26 March 2023.
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examples to guide policymakers, legislators, and justice professionals in developing AI for national judicial 
processes. 

However, the main principles to be followed in practice for deployment are still vague and ambiguous, 
starting with the definition of AI itself. There are many ways to define AI, and scientists’ understandings 
of it vary and are constantly changing. One could jokingly define AI as ‘something that computers are not 
able to do so far’.*22 However, rapid progress in the development of large language models*23 has led to 
concerns that all tasks consisting of writing structured text will be automated by computer systems. It 
has been said also that today’s vague definitions of AI permit attaching that label to any computer-based 
decision‑support system with analysis or models at its core.*24 To address such challenges, the European 
Commission appointed a group of experts (High-Level Expert Group on Artificial Intelligence-the HLEG) to 
advise on its artificial‑intelligence strategy.*25 The HLEG has articulated its recommendations for EU ethics 
guidelines for trustworthy and human-centric AI (hereinafter ‘the Guidelines’) and also for AI‑related 
regulation. Among its outputs are a definition of AI offered for use in EU legislation.*26 

For the EU, the key principles linked to AI were emphasised already in 2018’s strategic communication 
on artificial intelligence for Europe*27, and the intended human-centric approach and ethics standards are 
detailed specifically in the AI ethics guidelines.*28 The essence of the human-centricity objective here is for 
any use of AI systems to be in the service of humanity and the common good, with the goal of improving 
human welfare and freedom, but it also means that the human being enjoys a unique moral status of 
primacy in all aspects of the society. Every AI system should respect human autonomy, prevent harm to 
human beings, be fair, and be explicable.*29 It was not long before these principles started becoming part 
of hard law. Soon, the proposal for a European Parliament Regulation instrument laying down harmonised 
rules on artificial intelligence and also amending certain legislative acts will bear fruit in the adoption of the 
EU’s AI Act.*30 

The Charter underscores five main principles to be followed in the use of AI in judicial systems. These 
are the principle of respect for fundamental rights; a principle of non‑discrimination; enshrinement of the 
value of respect for quality and security; the principle of keeping the systems ‘under user control’; and a 
principle of ‘transparency, impartiality, and fairness’, meaning that the data-processing methods must be 
made accessible and understandable. External audits of the development and deployment of an AI system 
covered by these principles are authorised under these principles.*31

According to the Guidelines, three criteria should be met throughout the AI system's life cycle: 
(1)	 it should be lawful and in compliance with the legal framework established; 
(2)	 it should be ethical, ensuring compliance with good ethics and solid fundamental values; and 
(3)	 it should be robust from a technical and social perspective both; that is, the AI-based system 

should perform in a safe, secure, and reliable manner, and safeguards should be foreseen to 
prevent any unintended adverse impacts. 

The Guidelines stipulate seven key requirements to be met throughout the development, deployment, 
and use of AI systems:

(1)	 human agency and oversight 
(2)	 technical robustness and safety 

22	 Leonid Guggenberger, ‘Einsatz künstlicher Intelligenz’ [2019] Beck-Online, NVwZ 844.
23	 OpenAI, ‘GPT-4 Technical Report’ (arXiv:2303.08774). – DOI: https://doi.org/10.48550/arXiv.2303.08774.
24	 Maximillian Herberger, ‘Künstliche Intelligenz und Recht’ [2018] Beck-Online, NJW 2825.
25	 ‘EU Digital Strategy’  <https://digital-strategy.ec.europa.eu/en/policies/expert-group-ai> accessed 26 March 2023.
26	 The definition of AI, prepared in connection with the Ethics Guidelines for Trustworthy AI, is linked to via <https://ec.europa.

eu/futurium/en/ai-alliance-consultation.1.html> accessed 22 June 2023. See also <https://ec.europa.eu/newsroom/dae/
document.cfm?doc_id=60659> accessed 30 March 2023.

27	 Communication from the Commission to the European Parliament, the European Council, the European Economic and 
Social Committee and the Committee of the Regions: ‘Artificial Intelligence for Europe’ COM (2018) 237 final, of 25 April 
2018.

28	 ‘Ethics Guidelines for Trustworthy AI’, linked to via <https://digital-strategy.ec.europa.eu/en/library/ethics-guidelines-
trustworthy-ai> accessed 26 March 2023. 

29	 Guidelines (n 24) 10.
30	 ‘Proposal for a Regulation of the European Parliament and of the Council on Laying Down Harmonised Rules on Artificial 

Intelligence and Amending Certain Union Legislative Acts’ COM (2021) 206 final, of 21 April 2021.
31	 Ethical Charter (n 20) 12.
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(3)	 privacy and appropriate data governance 
(4)	 transparency 
(5)	 diversity, non-discrimination, and fairness 
(6)	 environmental and societal well-being 
(7)	 accountability 

In light of the subject matter of this article, transparency, fairness, and non-discrimination conditions 
and meeting the accountability criterion are the most relevant of the requirements. These are also 
requirements or principles for a fair trial according to the ECHR’s Article 6*32. Although the Guidelines 
provide definitions for these requirements, those definitions’ origins lie in the Charter and ECHR*33. From 
the perspective of the Guidelines, fairness has a substantive and a procedural dimension – meaning, on one 
hand, equal and just distribution of benefits and costs alike and, on the other, ensuring non-discrimination 
and avoiding stigmatisation*34 In its Article 2, the Guidelines document cites fundamental rights as the very 
basis for trustworthy AI. As all governmental power should be legally authorised and limited by law, any 
AI systems acting as part of the governmental or judicial power must, in their turn, respect justice and the 
rule of law, and they must be constructed so as to maintain and foster democratic processes*35. Therefore, 
AI systems used in the judiciary must incorporate an inherent commitment to guaranteeing compliance 
with both the principle of the rule of law and mandatory legal provisions, so as to ensure due process and 
equality before the law.

The Guidelines define following the principle of explicability as an element crucial for accountability 
whereby trust in AI systems can be validly maintained. For this, the development and the deployment of 
(especially high-risk) AI need to be transparent, the capabilities and purpose of any AI system must be 
openly communicated, and decisions – to the greatest extent possible – should be explainable to anyone 
directly or indirectly affected.

While explainability is a key property sought from the decisions made by ethical AI systems, the high 
speed of technology development means that the prerequisite competencies are not widely available. This 
challenge deserves further attention.

The requirement of accountability complements all of the other requirements, and the principle of 
accountability has to be honoured throughout the life cycle of the relevant AI systems. Therefore, in the 
scheme foreseen per the AI Act proposal, these systems must be audited regularly and independently, 
negative impacts should be reported and assessed methodically, in a principled manner, and adequate 
remedies should be applied in response to any of the latter identified.

With more specific regard to the fundamental-rights issue, the explanatory memorandum on the 
proposal for that act emphasises it directly. Article 3.5 presents justification for restrictions on the freedom 
to conduct business and the freedom of art and science to safeguard public interests such as the protection 
of other fundamental rights in situations wherein high-risk AI technology is developed and used. 

Employing a risk-based approach, the proposal articulates classification of the risk level on the basis of 
the function performed by the AI system and the specific purpose for which that system is used. According 
to Recital 32 and Article 54 of the proposal, AI systems used in the judiciary are to be regarded as high-risk 
AI systems.*36

In 2020, the European Commission for the Efficiency of Justice (CEPEJ) published a feasibility study 
for the possible introduction of a mechanism for certifying artificial‑intelligence tools and services in the 
sphere of justice and the judiciary.*37 The study report emphasises that it is necessary to create a mandatory 
certification system for all AI systems developed and deployed in a justice system, with certification 
maintained over the entire life cycle of the AI system by approved bodies. Such certification enables verifying 
the continuous compliance of AI systems in the judicial sphere, and it is strongly recommended to automate 
compliance-monitoring, to make it systematic and more consistent. 

32	 Convention for the Protection of Human Rights and Fundamental Freedoms (Rome, 4 November 1950).
33	 Guidelines (n 24) 21.
34	 Guidelines (n 24) 12.
35	 This principle is stipulated also in art 3 of the Estonian Constitution. 
36	 The text of the article was subject to change several times during the negotiations. 
37	 European Commission for the Efficiency of Justice, ‘Possible Introduction of a Mechanism for Certifying Artificial Intelligence 

Tools and Services in the Sphere of Justice and the Judiciary, Feasibility Study’ CEPEJ (2020) 15Rev <https://rm.coe.int/
feasability-study-en-cepej-2020-15/1680a0adf4> accessed 22 June 2023. 
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As AI systems operate automatically, the rules laid down in Article 22 of the General Data Protection 
Regulation (GDPR) are similarly relevant.*38 Estonia’s Advocate General Priit Pikamäe explicitly stated in 
his opinion in the Schufa Holding AG case (C-634/21) that the term ‘decision’ for purposes of that article’s 
first paragraph must be interpreted in a broad sense. Any person subject to an automated decision should 
be given all relevant information on the requirements and criteria applied by the automatic system(s), and 
the method followed in the automated work should be explained.*39 

3. Due process and the standard of the fair trial
Common agreement as to what constitutes a judicial process or due process in Europe is stipulated in the 
European Convention on Human Rights, or ECHR (‘the Convention’).*40 Also, the denominators and values 
connected with due process are set out in Article 2 of the Treaty on European Union*41 and the EU Charter 
of Fundamental Rights.*42 The principles are interpreted by the case law of the European Court of Human 
Rights (ECtHR), but it has not yet dealt with the question of AI in judicial context. For guidance, we can look 
also to Article 24 of the Estonian Constitution*43, where the right to a fair trial is enshrined. 

The minimum standard for following due process, also termed the principle of a fair trial, is stipulated 
in paragraph 1 of Article 6 of the Convention: in the determination of one’s civil rights and obligations or of 
any criminal charge against a person, everyone is entitled to a fair and public hearing before an independent 
and impartial tribunal established by law, held within reasonable time. Judgement shall be pronounced 
publicly but the press and public may be excluded from either the entire trial or a portion of it in the 
interests of morals, public order, or national security, when the interests of juveniles or the protection of the 
private life of the parties so requires. 

Several judgements of the ECtHR serve to explain the principle of a fair trial in detail. For example, in 
Pönka v. Estonia*44 and in Sakhnovskiy v Russia*45, the court stated that, while being heard in person is 
part of due process, participation via videoconference is not a violation of Article 6 of the Convention. The 
rulings also underscored that a court has discretion to solve the case by means of written procedure if the 
procedural rules allow it discretion with regard to this matter. One may conclude, then, that participating in 
the trial in real time and the right to be heard in real time by the judge is evidently an important part of the 
fairness required of judicial proceedings.

The ECJ, in turn, ruled in cases C-7/21 and C-21/17 that the right to be served (properly) is an element 
of the right to a defence and stated that the court, in the process of recognition of judgements, has an ex 
officio duty to assure that right. Integral to the right to a defence is the possibility of understanding the 
procedure.*46 

The Constitutional Review Chamber of the Supreme Court of Estonia has ruled that access to justice, 
including participation in the hearing, may depend on the technological avenues offered by the court.*47 
Hence, national jurisprudence has held technology to be a part of the judicial proceedings and, therefore, 
encompassed by the principle of a fair trial. 

One may conclude that the right to be heard and to a defence starts with proper service of the claim and 
entails active, preferably oral participation – which may be remote – in the court hearing. 

38	 Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April 2016 on the protection of natural per-
sons with regard to the processing of personal data and on the free movement of such data, and repealing Directive 95/46/
EC (General Data Protection Regulation) (2016) OJ L119.

39	 Opinion of Pikamäe (n 5) [38–40] and [57–58].
40	 Convention for the Protection of Human Rights (n 31). 
41	 Consolidated Version of the Treaty on European Union [2012] OJ C326 [13–390].
42	 Charter of Fundamental Rights of the European Union [2012] OJ C326 [391–407]. 
43	 See the Constitution of the Republic of Estonia: RT 1992, 26, 349.
44	 Pönkä v Estonia (ECtHR judgement in case 64160/11, 8 November 2016).
45	 Sakhnovskiy v Russia (ECtHR judgement in case 21272/03, 2 November 2010). 
46	 LKW WALTER Internationale Transportorganisation AG v CB and Others (ECJ judgement of 7 July 2022, in C-7-21) 527, 

[36 and 42]; Catlin Europe (ECJ judgement of 6 September 2018 in C‑21/17) 675 [33].
47	 In the judgement of the constitutional review chamber of the Estonian Supreme Court in case 3‑4-1-31-15 (10 May 2016) 

and in case 3-3-1-35-15 (12 April 2016). 
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4. The legal framework for the recognition  
of foreign judgements

4.1. Pre-conditions for recognition under EU law

At the EU level, recognition of judgements is mostly harmonised*48. As all legislation regulating the 
recognition of judicial decisions in the EU shares similar procedure for that recognition, this article focuses 
on the regulation specific to recognising foreign judgements on civil and commercial matters (per the 
Brussels I Regulation*49).

Predominantly, judgements of third jurisdictions are recognised under the Hague Convention on the 
Recognition of and Enforcement of Foreign Judgments in Civil and Commercial Matters.*50 In addition to 
this, there is a new, advanced version of the convention on recognition of judgements, which has not yet 
entered force.*51 Another relevant mechanism is the recognition of arbitration judgements within the scope 
of the New York Convention.*52

Regulations give a broad interpretation to decisions that fall within their jurisdiction. Relevant ECJ 
case law explains this interpretation in detail. The ECJ ruled in case C‑46/20 that a divorce decree drawn up 
by the civil registrar that contains a divorce agreement constitutes a judgement within the meaning of the 
Brussels IIa Regulation.*53 The term also covers a court order or a decision of an administrative body acting 
as a judicial body.*54 Similarly, an act of a public notary may be deemed a judgement, as the regulation on 
succession certificates stipulates*55. Recital 20 of the succession-certificate regulation states directly that 
the term ‘court’ must be interpreted as having a broad meaning. 

The recognition procedure as dealt with by the various regulations and conventions differs in its details, 
but the procedure itself at this level has no significant meaning for purposes of this article, so description 
at that level of detail is not offered here. What is important is that the recognition of a foreign judgement 
is a formal procedure guided by the principle of mutual trust in judicial decision-making. The set of 
circumstances deemed to justify refusal to recognise a judgement made in another state is highly restricted. 
This set consists primarily of cases wherein a judgement is issued in serious breach of defendants’ rights or 
it runs counter to public order. As an open legal concept, ordre public is always subject to interpretation by 
the courts. 

Brussels I (recast) set the requirements for any refusal to recognise a judgement. According to 
Article 45’s paragraph 1, upon application by any interested party, the recognition of a judgement shall be 
refused: 

(a)	 if such recognition is manifestly contrary to public policy (or ordre public) in the Member State 
addressed or 

(b)	 where the judgement was given in default of appearance, if the defendant was not served with 
the document by which the proceedings were initiated or with an equivalent document in 
sufficient time and in such a way as to enable the defendant to arrange a defence, unless the 
defendant failed to commence proceedings to challenge the judgement when it was possible for 
said party to do so. The latter constitutes the minimum standard for due process as stipulated 
in the Convention’s Article 6 (1). 

48	 Among other relevant acts are those regulating payment orders and small-claims procedure. 
49	 Regulation (EU) No 1215/2012 of the European Parliament and of the Council of 12 December 2012 on jurisdiction and 

the recognition and enforcement of judgments in civil and commercial matters [2012] OJ L351:TOC [1–33].
50	 The Convention of 1 February 1971 on the Recognition and Enforcement of Foreign Judgments in Civil and Commercial 

Matters.
51	 The Convention of 2 July 2019 on the Recognition and Enforcement of Foreign Judgments in Civil or Commercial Matters 

(the HCCH 2019 Judgments Convention).
52	 The United Nations Convention of 10 June 1958 on the Recognition and Enforcement of Foreign Arbitral Awards (the New 

York Convention). 
53	 LTU Lufttransportunternehmen GmbH & Co. KG v Eurocontrol (ECJ judgement in C‑29/76, 14 October 1976) 137. 
54	 Recitals 11 and 12 of the Brussels I Regulation. 
55	 Regulation (EU) No 650/2012 of the European Parliament and of the Council of 4 July 2012 on jurisdiction, applicable law, 

recognition and enforcement of decisions and acceptance and enforcement of authentic instruments in matters of succession 
and on the creation of a European Certificate of Succession [2012] OJ L 201, 27.7.2012, [107–134].

113JURIDICA INTERNATIONAL 32/2023



Kai Härmand

AI Systems’ Impact on the Recognition of Foreign Judgements: The Case of Estonia

Recital 29 of the Brussels I regulation, articulating the right to due process and a fair trial, emphasises 
that the declaration of enforceability should not jeopardise respect for the rights connected with one’s 
defence. The above-mentioned enforceability grounds related to one’s right to a defence should consider 
whether the defendant had an opportunity to arrange a defence, whether the claim was duly served, and 
whether the judgement was made by default. 

Recital 28 of the Brussels I regulation gives guidance on how to interpret ordre public. Where 
a judgement articulates a measure or order not known in the law of the Member State addressed, that 
measure or order should be adjusted to one of equivalent effect. How and by whom the adaptation is to be 
carried out should be determined by each Member State. In Estonia, the relevant body is the court – the 
court should investigate the measure at issue that is laid down in the judgement. 

The ECJ has ruled that the concept of public order, stipulated as it is by EU legislation, must be 
interpreted by the ECJ even if the court of the Member State in question is free to determine its content.*56 
The recognition of judgements relies on mutual trust and on uniform interpretation of fundamental rights 
in EU law; therefore, it hinges on the common understanding of order public.*57 The court also has clarified 
the notion of a breach of public order and has specified the corresponding requirements. In the Renault SA 
v. Maxicar SpA case, the court referred to an action constituting ‘manifest breach of a rule of law regarded 
as essential in the legal order of the State in which enforcement is sought or of the right recognized as being 
fundamental within that legal order’.*58 

4.2. The Estonian setting

A document is a judgement if, pursuant to Article 2 (a) of the Brussels I regulation, it is a judicial document 
that solves the case itself. Hence, an automatically generated payment order is a final decision and may be 
enforced according to Estonia’s Code of Enforcement Procedure, Article 2 (para 1, §1).*59 It is an outcome 
of a judicial procedure. In the recognition procedure, the status of the document (i.e., whether it constitutes 
a judgement) is proved by the certificate issued in accordance with Article 53 of the Brussels I regulation 
stating the legal status of the document and presenting a declaration of due process. 

In Estonia, the recognition process is conducted in the action-by-petition procedure and the court 
has ex officio investigative duties to ascertain the facts and compile the evidence, inclusive of the relevant 
legislation of the foreign country. Among these duties is that of establishing the fact of whether the judgement 
was issued with the aid of AI and, if it was, to what extent. One implication that should follow is the duty 
of the court to find out the law of the foreign country, which in Estonia is a question of fact to be proved by 
a party, according to Section 293(1) of the Civil Procedure Act (CPA)*60. Per the CPA’s Section 438(1) and 
Section 442(8) and also the Private International Law Act*61’s Section 2(1), the implementation of domestic 
law and the determination and implementation of the applicable foreign substantive law is fundamentally 
a duty of the courts. At the same time, the Private International Law Act’s Section 4 divides the burden of 
determining foreign law between the court and the parties (as does the CPA’s §234). The parties have the 
right to submit evidence pertaining to the content of foreign law, and the court has a corresponding right to 
require the parties to submit relevant evidence. 

Whomever this duty falls to, the private international law instruments remain the same. For third 
countries, the governing instrument is the 1970 Hague Convention.*62 For the EU, it is the Regulation 
instrument on collection of evidence.*63 The Hague Convention may be implemented broadly, and it affords 
the collection of evidence in arbitration, in addition to court settings.*64 

56	 Dieter Krombach v André Bamberski (ECJ judgement in C-7/98, 28 March 2000) 164. 
57	 Diageo BV v Simiramida-04 EOOD (ECJ judgement in C-681/13, 16 July 2015) 471.
58	 Renault SA v Maxicar SpA and Orazio Formento (ECJ judgement in C-38/98, 11 May 2000) 225.
59	 Code of Enforcement Procedure: RT I 2005, 27, 198. 
60	 Civil Procedure Act: RT I 2005, 26, 197. 
61	 Private International Law Act: RT I 2002, 35, 217.
62	 Convention on the Collection of Evidence in Civil and Commercial Matters, Estonian version: RT II 1996, 1, 2. 
63	 Council Regulation (EC) No 1206/2001 of 28 May 2001 on cooperation between the courts of the Member States in the 

taking of evidence in civil or commercial matters [2001] OJ I174 [1–24].
64	 OL Knöfel, ‘Judicial Assistance in Taking of Evidence Abroad in Aid of Arbitration: A German Perspective’ (2009) Journal 

of Private International Law 5(2) 281. – DOI: https://doi.org/10.1080/17536235.2009.11424360.
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In a nutshell, the court has three opportunities to collect information. The parties may collect and submit 
evidence, the court may request it from the counterparties of the Member State in question (the central 
authority or relevant court in the other Member State), or the court may choose to collect the evidence 
itself. The Supreme Court of Estonia has ruled that it may be the court’s duty to determine the relevance 
of the foreign law*65 in cases wherein the legislation in question can be found. Maarja Torga has concluded 
that, while a judge has no obligation to know the law of a foreign state, the ability to find relevant legislation 
may be a valuable judicial skill, especially where there exists an ex-officio duty to do so.*66 For German 
courts, domestic commentaries recommend resorting to this approach for discovering the potentially 
important legislation of a foreign country only when that legislation is written in German as the language  
of record.*67 

In conclusion, it would be difficult for the court or parties to understand the essence of the foreign 
law, as opposed to merely identifying said law. The most suitable method for collecting evidence about the 
use of AI in the process of issuing a judgement is most likely through the central judicial authority. As is 
elaborated upon below, this information is seldom readily available in clear form from publicly accessible  
sources.

5. International developments  
of AI in the sphere of the judiciary

5.1. The Chinese example

To illustrate possible future developments in how AI systems could operate in the world’s various court 
systems and be involved in litigation, one could look closely at China, which has made extensive efforts 
to apply AI solutions in courts that cover vast populations. Chinese judgements may be all the more 
important in that China looms large in other respects too – the judgements might be subject to recognition 
in Estonia, especially with China being one of the biggest trade partners to the European Union (according 
to Eurostat*68). 

China’s State Council published the Artificial Intelligence Development Plan, a national strategy white 
paper, in 2017.*69 It proposed a technology-driven judicial reform to fortify the position of the courts and 
reduce human error in judicial decisions.*70 Under its ‘smart courts’ strategy, China has already developed 
its first robot judges, called Xiaozhi. They appear able to adjudicate some civil cases efficiently – for 
example, cases involving consumer credit or private loan agreements.*71 Although ‘Xiaozhi’ is defined as 
an AI-based legal assistant for the judge and it is operated by the judge, AI determines the cause in the 
process. The AI lists questions of factual circumstances to be clarified, forms a chain of evidence, and 
reconstructs a timeline of the entire loan process. The Xiaozhi began with skills in automated review of 
particular facts, automatic scheduling of a hearing, voice recognition and transcription of the minutes of the 
hearing, identification of evidence, and analysis; then, in 2019, the assistants mastered new skills, such as 
generating the chain of evidence, asking factual questions (related to facts not in evidence), and formulating 

65	 Judgement of the Tallinn Circuit Court of 27 December 2012 in case 2-10-31402. 
66	 M Torga, ‘Eesti kohtute, notarite ning haldusorganite võimalused teha kindaks välisriigi õiguse sisu’, [2020] Juridica 1 25.
67	 See K Bacher in V Vorwek and C Wolf (eds), Beck’scher Online-Kommentar ZPO (34th edn, CH Beck 2019) s 293, 11–28. 
68	 Statistics are available at <https://policy.trade.ec.europa.eu/eu-trade-relationships-country-and-region/countries-and-

regions/china_en> accessed 22 June 2023.
69	 G Webster, R Creemers, and P Triolo, ‘Full Translation: China’s “New Generation Artificial Intelligence Development Plan” 

(2017) <https://www.newamerica.org/cybersecurityinitiative/digichina/blog/full-translation-chinas-new-generationartifi-
cial-intelligence-development-plan-2017/> accessed 23 March 2023. See also Jeffrey Ding, ‘Deciphering China’s AI Dream: 
The Context, Components, Capabilities, and Consequences of China’s Strategy to Lead the World in AI’ (Oxford University, 
March 2018) <www.fhi.ox.ac.uk/wp-content/uploads/Deciphering_Chinas_AI-Dream.pdf> accessed 22 June 2023..

70	 Nyu Wang, ‘“Intelligent Justice”: Human‑Centered Considerations in China’s Legal AI Transformation; AI and Ethics’. – 
DOI: https://doi.org/10.1007/s43681-022-00202-3. 

71	 N Wang and MY Tian, “Intelligent Justice”: AI Implementations in China’s Legal Systems’ in A Hanemaayer (ed), Artificial 
Intelligence and Its Discontents: Social and Cultural Studies of Robots and AI (Cham, Palgrave Macmillan 2022). – DOI: 
https://doi.org/10.1007/978-3-030-88615-8_10.
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the judgement.*72 Characterisations of this system give the impression that a judge has little manoeuvring 
room to change the list of questions the AI assistant uses. 

Alongside Xiaozhi, several other AI solutions operate in Chinese courts, where they have been widely 
adopted to make the Chinese judicial system more efficient, with a stated aim of better serving the public. 
At the same time, sources point out that China’s public security agencies use AI for locating lawbreakers and 
for more precise governance of social services in various milieux – which extends even to social scoring.*73 
Moral governance is an explicit goal of Chinese state strategy, pursued by introducing a minimal moral 
standard and enhancing the ‘moral integrity’ of citizens. In such a context, giving citizens marks for good 
or bad behaviour is a valid tool*74 One element of behaviour taken into account in this broader framework 
is a person’s credit rating and activities as a bad debtor*75; citizens’ actions in the court system presumably 
form another component to the social scoring, yet data on this part of the picture are not freely available. 

None of the descriptions I could find, even for Xiaozhi alone, specify either the merit scheme or the 
nature of the data used for training the system. Moreover, there are indications that the AI systems form a 
part of the Judicial Accountability Reform, which was triggered because the judges make their judgements 
independently and decisions of judges are not directly supervised.*76 Although the clear conflict with 
judicial independence that this situation spotlights is not the subject of this article, one may conclude that 
transparency is not clearly ensured in Chinese courts’ application of AI. The issue is an important one, both 
for individual jurisdictions and for the interfaces between them. 

5.2. Other examples of online dispute-resolutions systems

Online dispute-resolution (ODR) systems seem to be the most popular AI systems utilised in many states 
to settle disputes. Although what they produce may be enforceable settlements, it must be stressed that 
all of the ODR systems described here are provided by the state court system for voluntary use. Since the 
result of ODR may be a legally binding decision with cross-border enforceability, considerations related to 
recognition of judicial decisions prove relevant here. 

In February 2019, British Columbia and the Ontario Superior Court of Justice launched a pilot 
project*77 to use Digital Hearing Workspace as an online case-management platform whereby parties in 
civil cases can submit electronic materials for a hearing. Likewise, it provides authorised parties with access 
to event-related documents.*78 Another prominent tool is Smartsettle ONE, a privately developed online 
negotiation application that courts are piloting as a voluntary settlement tool.*79 Its Web site introduces 
the tool as an ‘elegant and intelligent app with five sophisticated algorithms’ but fails to describe or even 
identify those algorithms. While it offers an opportunity to try the system and test oneself against the robot, 
it gives no information on the training data, statement about legal criteria, or relevant information about  
the process. 

A final system worthy of note is the ODR tool Rechtwijzer, introduced back in 2015 to help settle divorce 
cases in the Netherlands. Its method stands in contrast against the opacity noted above: a report on its 
experimental use explains the workings of the system. The tool asks the parties questions, and it provides 
settlement options on the basis of their input and the information given by the parties earlier. There is no 

72	 Gao Yuanxuan 高媛萱, Fa Xia 夏法, and Jingyi Luo 骆静怡, ‘AI Faguan zhuli Xiaozhi zaici xianshen tingshen xianchang, ta 
you zhangwo le sixiang xinjineng’ AI 法官助理小智再次现身庭审现场, 它又掌握了四项新技能 [‘AI Judge Assistant Xiaozhi 
Appeared at the Court Hearing Again and It Has Mastered Four New Skills’] (25 December 2019) <https://hznews.hangzhou.
com.cn/chengshi/content/2019-12/25/content_7648278.htm> accessed 26 March 2023.

73	 Huw Roberts and others, ‘The Chinese Approach to Artificial Intelligence: An Analysis of Policy, Ethics, and Regulation’ 
(2020) AI & Society 36(1) 59. – DOI: https://doi.org/10.1007/s00146-020-00992-2.

74	 Roberts (n 71) s 3.4.
75	 L Hornby, ‘Chinese App Names and Shames Bad Debtors’ (Financial Times, 2019) <https://www.ft.com/content/2ad7feea-

278e-11e9-a5ab-ff8ef2b976c7> accessed 26 March 2023.
76	 Yu M and Du G, ‘Why Are Chinese Courts Turning to AI?’ (The Diplomat, 2019) <https://thediplomat.com/2019/01/why-

are-chinese-courts-turning-to-ai/> accessed 26 March 2023.
77	 Tara Vasdani, ‘From Estonian AI Judges to Robot Mediators in Canada, U.K.’ <https://www.lexisnexis.ca/en-ca/ihc/2019-

06/from-estonian-ai-judges-to-robot-mediators-in-canada-uk.page> accessed 25 March 2023. 
78	 ‘Digital Hearing Workspace’ <https://www.ontariocourts.ca/scj/practice/practice-directions/toronto/digital-hearing-

workspace/> accessed 23 March 2023. 
79	 ‘Smartsettle ONE’ <https://www.smartsettle.com/smartsettle-one> accessed 25 March 2023. 
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need for legal representation, but the systems give additional information on the opportunities to seek legal 
advice or mediation.*80 

One may conclude that information about the use and the functionality of the AI is more readily 
available in the case of ODR, but specifics still are lacking. Details on the training data and the legal norms 
used – details essential for assessing conformity with ethics guidelines – are missing. 

5.3. The Estonian e-filing system and AI-based tools 

In Estonia, the judiciary is using two AI tools to support the everyday work of the courts, but neither of 
them makes judicial decisions. Both tools are part of the e-filing system and the Court Information System 
(KIS). The function, legal basis, and operation of the KIS, which functions also as a database, are stipulated 
in the statute on creating this registry.*81 The legal foundations for the e-filing system are described in 
the government regulation on establishment of the e-filing system and the statute on maintaining said 
system.*82 The CPA also refers to e-filing, in Article 601; therefore, the e-filing system as a whole and all its 
functions have to be in accordance with the legal requirements stipulated in the CPA. Since the tools are not 
part of the judicial decision-making itself, they have no effect on the recognition of Estonian judgements 
across borders. Nonetheless, there is a transparency requirement – again, one demonstrably not fulfilled. 
Understanding might require at least good knowledge of the Estonian language and some sense of Estonian 
state administration. 

5.3.1. Salme

Speech-recognition software Salme, based on natural-language technology, helps to record court hearings 
and, simultaneously with the audio recording of the session, create a transcrip of the session. Little 
technical information is available about Salme beyond the documentation provided in connection with 
its procurement process.*83 The tender was for creating peech‑recognition software, interfacing with the 
KIS, and supplying an online service for the processing of transcripts. What information is available comes 
from the news of the launch of Salme’s version 3.0, on the relevant e-Estonia Web page*84, and from the 
procurement registry, where the original documentation, specification of the task subject to tender, and the 
stated purpose behind the Salme system are archived.*85 

5.3.2. Krat

Another AI tool used by Estonia’s judiciary is the anonymisation software Krat, which removes participants’ 
personal data from court judgements. Once again, very little information is publicly available, and again 
the best path to some understanding of the tool’s nature is to search the public procurement registry.*86 
Procurement documentation describes the project as development of a user interface for scrubbing personal 
data from court decisions such that they can be safely disclosed. 

A master's thesis by Silver Kullamaa examines the technical aspects and functionality of the system, with 
Kullamaa reaching the conclusion that there is a risk of breach of privacy because the anonymisation process 

80	 Esmée A Bickel and others, ‘Online Legal Advice and Conflict Support: A Dutch Experience’ (report of the University of 
Twente, March 2015).

81	 The KIS is a case-management system used in the first- and second-instant courts as a back-end element of the e‑filing 
system. 

82	 The government regulation of 3 July 2008 (11) on establishment of the e-filing system and the statute for maintaining the 
e-filing system: RT I 2008, 31, 197. 

83	 There was no information about Salme on the court’s Web site <www.kohus.ee> or in the electronic file at <https://etoimik.
rik.ee/> as of 26 March 2023. 

84	 E-Estonia, ‘Introducing Salme, Estonian Courts’ Speech Recognition Assistant’ (26 January 2022) <https://e‑estonia.com/
introducing-salme-estonian-courts-speech-recognition-assistant/> accessed 26 March 2023. 

85	 Procurement details available at <https://riigihanked.riik.ee/rhr-web/#/procurement/1575598/general-info> accessed 26 
March 2023. 

86	 Procurement details were available at <https://hanked.ee/hange/kohtulahendite-isikuandmetest-puhastamise-ja-avali-
kustamise-kis-kasutajaliidese-arendused-652327> accessed 26 March 2023.
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is not linked to the functions of the e-filing system.*87 In both cases, the procurement documentation describes 
the functionality of the outcome but does not mention any legal framework, ethics factors, or fundamental-
rights issues related to or to be addressed via the development of the system. No applicability issues, auditing 
possibilities, or other relevant requirements for monitoring system deployment are mentioned. 

This state of affairs is in conflict with the principles set down in the Charter a year prior to the 
procurement. It is also not in line with the recommendations of the HLEG released two years before that 
procurement. It is worth mentioning that, according to Article 9 of the Ministry of Justice statute, data-
protection issues and the participation in the CEPEJ work fall under the purview of the Ministry of Justice, 
as the administrative arm of the courts.*88 

5.3.3. Payment orders for small claims

Finally, Estonia has also developed a semi-automated process for small claims and maintenance decisions 
whereby computer-generated payment orders are issued. These are considered to be judgement for purposes 
of enforcement.

This payment-order process for small claims is a semi-automated civil proceeding in Estonian courts. 
It employs algorithms, yet there is human oversight of some functionality, related to such matters as 
jurisdiction and service of documents. While the description of the process on the official Web site of the 
courts does not state directly that the process is semi-automated, one can deduce this via an educated guess 
upon reading the description.*89 

6. Conclusion
Within the legal framework that exists now and that for the near future, any AI used in the judiciary is 
considered high-risk and therefore must be accountable, transparent, and explainable. However, from 
examining the publicly available information on AI systems operating in courts of various states against 
the EU principles for appropriate use of AI, a lack of transparency becomes evident. In the examples cited 
here, even the fact that a court is using an AI solution at all to assist with the judicial proceedings is not 
expressly stated on the official Web site. When some information can be found by means of search engines, 
from academic research, or via media publications, one still only gets a general idea that AI‑based systems 
exist in these contexts, not a sense of what they do. 

Furthermore, substantive considerations for the development of the pertinent instruments are not 
properly described, if mentioned publicly at all. Relevant public information is available only in individual 
countries’ languages (Chinese, Estonian, etc.) and mostly with journalistic tones. The mechanism of action 
is vaguely described in some cases – e.g., those of the Canadian ODR or small-claims processing in Estonia. 
Examples offered in this article are of systems or tools that are currently used in judicial applications from 
various countries. One inevitably concludes that none of the AI tools identified in this article honour the 
principles of transparency and accountability. Meeting transparency and fairness requirements necessitates 
official information published by public authorities. As for the nature of the details, the barest minimum 
should be explicit indications at government level (on the official Web site of the courts, for example) that 
automated procedures or AI systems are used in the judicial process to assist a judge or to help a court with 
its functions. For greater clarity, there should be information on the training data used for the AI system 
and on the basic criteria applied. 

If an AI system operating in the judiciary does not fulfil the requirements for trustworthy AI as 
established in the given country’s legislative/legal framework or its ethics principles, a judge in the course 
of deciding over recognition of a judgement possibly made by or with the assistance of such an AI system 
may consider the judgement either to be contrary to ordre public or to be at least not in the line with the 
principle of a fair trial. Such considerations may, in their turn, constitute grounds for refusal to recognise 
the judgement across borders.

87	 Silver Kullamaa, ‘Business and System Analysis for the Process of Disclosure of Court Decisions’ (master’s thesis for Tallinn 
Technical University, 2021). 

88	 Government regulation of 23 December 1996 (319) on the statute of the Ministry of Justice: RT I 1997, 1, 7. 
89	 See the introduction to payment-order proceedings provided in ‘Maksekäsu kiirmenetlus’ <https://www.kohus.ee/kohtusse-

poordujale/tsiviilkohtumenetlus/maksekasu-kiirmenetlus> accessed 26 March 2023. 
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